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Figure 1: Mobile Sports Capture and Replay concept. (Left) Capturing setup with a body-attached camera recording the
instructor’s karate movements. (Middle), captured footage with extracted skeleton data overlaid. (Right) Visualizing the
extracted avatar in an Augmented Reality replay for training purposes.

ABSTRACT
In recent years, a wide variety of instructional materials and ap-
plications have been developed to enhance athletes’ learning in
different sports. The amount of instructional videos, in particular,
has increased significantly, though these often impose a high cogni-
tive load as users must map displayed instructions to their actions
and body movements. Mobile Augmented Reality (AR) interfaces
can reduce this burden by presenting instructional information
directly where it is needed. This paper explores a mobile sports
capture and replay approach for immersive self-training, aiming to
help users improve their skills without needing coaches on-site. We
investigate different capturing methods, including an Egocentric
capturing method, to enhance instructor mobility and flexibility.
Using the captured data, we visualize sports training instructions
in an immersive 3D environment on an AR headset. We propose
three visualization methods and create a first prototype that allows
us to explore the approach’s feasibility across different sports.
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1 INTRODUCTION
In sports, beginners, as well as recreational athletes, often find it
difficult to develop their skills and abilities without the instruction
and guidance of experienced coaches. As a result, virtual fitness
classes with video-on-demand and online classes have gained some
interest in recent years [5, 22]. In addition, video-based training and
Virtual Reality (VR)-based training have shown some potential for
athletes, for instance, in soccer and basketball [2, 4]. However, these
options come with the disadvantage of a disconnection between
the current action and movement of an athlete and the displayed
content. Often, virtual fitness classes are shown from a third-person
perspective, and VR-based tutorials have to be watched before a
training session, creating a gap between instructions and user action
and creating an additional mental workload. Mobile Augmented
Reality (AR) interfaces have the potential to bridge that gap by
presenting instructional information directly where it is needed
and when it is needed [1].
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In this project, we aim to investigate the suitability of AR for
sports tutorials, self-training, and self-coaching. The goal is to in-
troduce a concept that helps users improve their skills in different
sports without on-site coaches or attending classes. For this pur-
pose, we designed a framework that captures an expert providing
instructions for skill improvement in different sports, such as how
to swing a golf or how to throw a basketball. Our framework ex-
tracts the motion and position of each person in these videos and
creates an avatar that animates the movements. The avatar with the
movement pattern is then replayed in AR using a head-mounted
display (HMD). This allows users to see the differences between
the posture of the instructor and their own movements, helping
them to improve their skills.

While there is some previous work on using remote coaching
systems with annotation tools to assist trainers in an immersive
environment [16, 31], they often require specific capturing setups
or have a fixed capturing area making them less suitable for mobile
activities such as sports coaching. As a result, our goal is to develop a
comprehensive system capable of supporting a range of sports. This
work described the concept and provides initial feedback including:

• Integrating different methods for casual mobile capture of
motion capturing data for later replaying in mobile immer-
sive Virtual Reality.

• Exploration of a set of AR visualization methods.
• Preliminary feedback on the feasibility and applicability of
the proposed method across 7 different types of sports to-
gether with preliminary feedback from a domain expert.

2 RELATEDWORK
Our research covers aspects of motion capture and pose estima-
tion, body-worn capturing, and sports training and performance
analysis.

2.1 Sports Training and Performance Analysis
Recent advancements in video feedback and augmented reality
systems have significantly advanced sports training and athletic
performance. Scientists and engineers have developed systems for
sports like rock climbing, golf, volleyball, and basketball, using
detailed visual analysis and immersive virtual environments to en-
hance skills. Kosmalla et al. [11] introduced a video recording and
replay system that supports climbers by providing an augmented
third-person viewwith an overlay of an experienced climber, shown
on Google Glass or projected on the climbing wall. Liao et al. [13]
developed a golf swing analysis method that compares 3D poses
to help users understand the differences between their swings and
those of professionals. Sato et al. [19] designed a system to help
volleyball beginners predict ball landing positions by using a pro-
jector.

Yu et al. [30] utilized visual feedback to assist amateur tennis play-
ers in improving their skills, employing motion-tracking sensors to
capture shot data during practice and instructor demonstrations.
Their findings indicated that beginners could enhance abilities such
as timing shots, controlling wrist and racket angle, and maintain-
ing balance by comparing their performance metrics with those of
experts. Augmented Coach [27] implemented an immersive anno-
tation system for remote sports coaching, reconstructing athletes

in 3D to enhance spatio-temporal understanding through HMD
visualizations, validated through user studies involving coaches
and athletes. Meanwhile, Liao et al. [14] presented AI Coach, a
self-training system for golf swing motor skills, integrating motion
synchronization, neural network-driven discrepancy detection, and
real-time motion visualization via HMD feedback, demonstrating
superior training outcomes in enhancing motor skill acquisition
through precise and actionable feedback.

In summary, despite significant recent advancements in self-
training, there are still limitations and gaps that this work aims
to address. Many researchers [3, 7, 21, 31] commonly use sensors
like IMUs to capture the motion of athletes. However, such setups
require special facilities, which affects the generalizability of the
system. Therefore, since the target audience is the general pub-
lic who cannot afford private coaches, this work decided to use
computer vision-based methods (e.g., OpenPose) for estimating the
athletes’ motions and positions from videos. Furthermore, most
prior research [15, 17, 21, 27] has focused on creating models tai-
lored to a single sport that restrict athletes to a limited range of
motion and make applying their methods across different sports
impractical. This customization limited the ability of their systems
to handle multiple sports. As a result, developing a comprehensive
system capable of supporting a range of sports remains a challenge
in this field.

To address these challenges, we propose a capturing and replay
concept that provides flexibility for mobile capturing and mobile
replay. The concept contains three components: a capturing com-
ponent, a pose estimation component and a live AR replay visual-
ization component.

The capturing component captures video footage from an ex-
pert trainer. Then, the pose estimation component analyzes these
videos to estimate the motions and body poses of the individuals
captured. Finally, the ARReplay visualization component visualizes
the extracted avatars representing the learner and the expert on a
head-mounted display (HMD). By displaying these avatars side-by-
side, learners can observe the differences between their form and
the expert’s form, enabling them to identify areas for improvement.
The final goal is to help ordinary people enhance their sports skills
without the need for personal coaches or attending formal classes.
We will discuss each part in the following with details.

2.2 Motion Capture and Pose Estimation
Researchers have used IMUs and pose estimation approaches to
capture and visualize users’ skeletons and movements, creating
immersive virtual avatars. Cha et al. [3] developed a real-time ego-
centric 3D human bodymotion reconstruction system by combining
visual and inertial information from egocentric views and IMUs to
tackle challenges like inconsistent limb visibility and pose ambigu-
ity. Zhang et al. [31] proposed a 3D reconstruction model, using
IMUs to estimate the client’s 3D pose and mapping key points on
a Skinned Multi-Person Linear Model (SMPL) 3D human shape to
generate a mesh. They also used AR HMD footage to reconstruct
the client’s appearance and combined it with IMU-estimated poses
to create a novel view of the user, displaying it in a VR HMD for
teleconsultation.
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Studies have employed motion capture systems with 360° cam-
eras and OpenPose to enhance various applications. Yu et al. [29]
captured people in an environment to generate virtual skeletons for
motion generation. Besides, Xu et al. [28] used these technologies
to improve network collaboration in the Metaverse by capturing
multiple people’s actions simultaneously.

Wang et al. [24, 25] introduced several innovative approaches
for egocentric 3D human pose estimation using head-mounted cam-
eras. They have developed a range of methods addressing various
challenges in this domain, such as occlusions, fisheye distortion,
and real-time processing. One notable contribution is the EgoPW
dataset [25], which leverages external cameras for weak supervi-
sion, enabling accurate pseudo-label generation for training an
egocentric pose estimation network that bridges the synthetic-real
domain gap, significantly outperforming previous methods. Addi-
tionally, they proposed a spatiotemporal optimization framework
utilizing a convolutional VAE and a global pose optimizer for stable
egocentric pose estimation [26].

2.3 Body-worn Capturing
The potential of body-worn cameras has been demonstrated by
capturing users for different applications and, in particular, for
telepresence. For instance, the JackIn framework by Kasahara et al.
connects two individuals through first-person view video stream-
ing using a head-mounted display and camera [9]. This system
allows a person (the "Body") to share their activities with another
(the "Ghost"), who can then provide guidance or assistance. Ap-
plications include cooking lessons, craft-work education, and live
event sharing such as sports [10]. An out-of-body view feature lets
the Ghost virtually navigate the body’s surroundings, enhancing
spatial understanding and communication. Huang et al. create how-
to videos by using a head-mounted 360° action camera to capture
immersive first-person perspectives [6]. Viewers can watch these
videos through a VR headset, gaining an eye-level viewpoint. Eval-
uations showed that immersivePOV reduces cognitive load and
facilitates better task learning compared to traditional third-person
perspectives, proving effective for both learners and content cre-
ators. Kratz et al. used an attached camera to allow users to explore
remote locations in their polling system [12].

Researchers have also proposed different types of setups for
egocentric capture. Tome et al. [23] placed a fish-eye camera on
the rim of a VR headset, pointing downwards towards the user’s
body, with the camera lens being only 2 cm away from the user’s
face, to capture an egocentric/first-person view of the user’s body.
Kang et al. [8] presented Ego3DPose, a highly accurate binocular
egocentric 3D pose reconstruction system. The binocular setup
offers practicality and usefulness in various applications. Rhodin
et al. [18] introduced a markerless motion capture system using a
lightweight stereo pair of fisheye cameras attached to a helmet or
virtual reality headset. The cameras capture the user’s full-body
skeleton pose from an egocentric perspective.

These approaches demonstrate how body-worn cameras can
transform interactive experiences by providing immersive and in-
formative first-person perspectives. These advancements are ben-
eficial in education, training, and daily activities, enhancing both
understanding and learning.

3 CONCEPT DESIGN
3.1 Capturing
To enhance the generalizability of the system, we integrated three
different video capture methods:

(1) Standard Video: This involves utilizing readily available
video sources such as YouTube videos or footage recorded
on a mobile phone. This approach allows users to leverage
instructional videos from platforms like YouTube, featuring
experts demonstrating tips and techniques for various sports,
as input for the system.

(2) Exocentric 360° Video: In this setup, 360-degree cameras
mounted on tripods are employed to capture the instructions
(Figure 3, left, middle left). The 360-degree view allows the
instructor to move freely within the environment without
concern for going out of the camera’s field of view.

(3) Egocentric 360° Footage: For some activities like skate-
boarding, climbing, or surfing, where using a tripod-mounted
camera is impractical, we use an alternative capture setup.
We can consider using a camera attached to the client’s
cap to accomplish this. However, for our first prototype, we
used 360 cameras mounted in front of the user’s face, with a
downward-facing view capturing the person’s body (Figure
3, middle right, right). This configuration enables instructors
to capture footage of themselves covering a large area of
movement without the need to occupy their hands.

3.2 Pose and Shape Estimation
To estimate the pose and shape of the human subjects in the videos,
I utilized Wham [20], which is the leading state-of-the-art method
in this area. This algorithm provides the motion and key joint posi-
tions of the person in standard videos, which is suitable for the first
two setups (Simple Video and Exocentric 360 Footage). However,
since the Wham algorithm was not originally developed to handle
egocentric-vision footage, it failed to accurately extract the global
movement of the person in the real-world environment. As a result,
we decided to explore alternative pose and shape estimation meth-
ods. For this purpose, we employed the method proposed in [24], a
human pose estimation approach specifically designed for fisheye
camera videos. The algorithm is developed to operate on spherical
videos, similar to the view of our Egocentric setup (Figure 3, right).

3.3 Visualization
Replaying the extracted pose and avatar of a person on a head-
mounted display (HMD) can help learners experience and observe a
tutorial in an immersive, three-dimensional environment. This way,
they can view and analyze the avatar and form of both the trainer
and themselves from different angles, allowing them to correct
their form as needed. We developed three different visualization
methods and investigated them to determine their feasibility for
AR self coaching:

(1) External-View Visualization: This method displays the
extracted avatars of the learner and the expert trainer side-
by-side in the virtual environment (Figure 4, a). We hypothe-
size that with this method, the learner can move around and
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Figure 2: TrainMe concept. Capturing component uses different video inputs to capture instructor’smovements. Pose Estimation
component extracts instructor’s body posture and creates 3D avatar. AR Replay component overlays instructor’s avatar on the
view of the user. (DALL-E was used for generating subparts of this figure.)

observe the avatars from various viewpoints, facilitating a
comparison of their form with the trainer’s in a 3D space.

(2) Internal-View Visualization: For this approach, we align
the extracted avatar of the professional trainer with the
learner’s body, providing a down-facing(first-person) view
of themovement. The avatarmoves in syncwith the learner’s
body as they wear the HMD (Figure 4, b). We hypothesize
that for activities like golf or baseball swings, having an in-
ternal view of the expert’s body can be beneficial for learners
to imitate the same movements accurately.

(3) Mirror Visualization: This method combines the Internal-
View with a mirror reflection, enabling the learner to see the
entire avatar in a mirror while simultaneously experiencing
it from a first-person viewpoint. We hypothesize that this
visualization is particularly suitable for sports that occur in a
fixed location, such as golf swings or basketball free throws
(Figure 4, c).

3.4 Implementation
For capturing exocentric (third-person) footage, we use an Insta360
One X2, a 360-degree camera mounted on a tripod. Additionally, we
utilized the Insta360 "BackpackMount" attached to the client’s chest
along with the One X2 camera to capture egocentric (first-person)
footage.

To estimate poses and extract avatars, we leveraged two state-
of-the-art open-source models: the "WHAM" algorithm [20] for
the exocentric footage, and the "Egocentric Whole Body" [24] for
the egocentric videos. To generate avatar representations from the
estimated poses, we use a custom Python code converter.

For visualizing the extracted avatars, we utilized Unity 2023 as
the development platform.We then use an Oculus Quest 3 headset

in passthrough mode to display the avatars within the real-world
environment of the user.

4 FINDINGS/LESSONS LEARNED
4.1 Preliminary Feasibility Analysis
We explored the feasibility and applicability of our concept across
seven different sports: golf, basketball, Gym exercise (e.g. squats and
push-ups), and sports activities that need more mobility, like skate-
boarding, soccer, and Karate kata. Our preliminary findings (Table
1) show that the system works sufficiently well and could be bene-
ficial for sports like soccer, skateboarding, and squats that require
a lot of movement and positioning of the entire body. However,
it faces challenges detecting correct body position and movement
in certain situations where views are obstructed, or body parts go
above the head.

For example, the system missed tracking arm movements when
they were raised above the head, which happens frequently in
overhead sports like basketball (free throws) and kata routines with
high arm movements. In other cases like the golf swing or push-up
exercises, the system struggled to accurately detect proper lower
body form and angles like knee bend when the legs were obstructed
from view by the upper body parts like arms.

Despite the issues with obstructed views, we found the system
was useful overall for capturing casual sports, and see potential in
particularly for those that require moremobility, such as surfing and
skateboarding, where a fixed capturing setup may not be practical
and action cameras are already used. Further refinements may be
needed to improve the visibility and tracking of the entire body.
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Figure 3: Settings used for capturing Exocentric 360° and Egocentric 360° footage. Left) Exocentric Capturing Setup. Middle Left)
Captured exocentric view. Middle Right) Egocentric Capturing Setup. Right) Egocentric Capturing View.

(a) External-View Visualization (b) Internal-View Visualization (c) Mirror Visualization

Figure 4: Example of visualization modes: (a) Representing both the trainer and learner avatars side by side to make the
comparison easier for the learner. (b) Putting the trainer’s avatar into the learner’s actual body, allowing them to experience the
trainer’s first-person view. (c) Combining the internal visualization with a mirror to facilitate following the avatar’s movements.

4.2 Preliminary Expert Feedback
To collect preliminary feedback on the proposed approach, we
demonstrated the concept to a sports and exercise expert (academic
from the Department of *removed for review*) who also has a
background in motion capture and motion analysis for sports. We
used the use case "Karate kata" as an example and asked the expert
user to use our prototypical implementation. We showed them
the three visualization methods on the AR HMD (External View,
Internal View,Mirror View) each for approximately 2 minutes. After
the trial, we collected feedback in a semi-structured interview.

In the mode External-View, the user attempted to imitate the
movement sequences, which appeared visually similar. However,
they mentioned it being tricky and confusing to determine which
arm to move.

In the Internal-View mode, the user also tried to imitate the
movements. This mode was noted as the favorite option of the user.

In Mirror Visualization, the user imitated the movements and
provided feedback. They found the combination of Mode Ego and
Mode Mirror quite helpful.

Despite challenges with the accuracy of the captures, the ex-
pert user mentioned the potential for beginners. In particular, they
mentioned the potential of gamification and described the need for
support for engagement vs correct techniques. They also mentioned
room for improvement with regard to the quality, such as realism
and placement. For instance, the avatar appeared to be floating on
the ground. We are currently improving the prototype based on
the expert feedback to prepare a full user study.

5 CONCLUSIONS AND FUTUREWORK
The main objective of this work is to create a first system that helps
individuals enhance their sports skills without needing dedicated
coaches. To make the system widely applicable, we integrated three
different capture methods: Simple Video (e.g. YouTube tutorials),
Exocentric 360° Footage (for improved and as a baseline condition),
and Egocentric 360° Footage (ideal for sports requiring greater mo-
bility, such as climbing and surfing). Additionally, we investigated
a set of visualization techniques to understand their respective
advantages and disadvantages.
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Table 1: Summary of Preliminary Findings

Basketball Skateboarding Soccer Kata Squat Golf Push-up
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Facing
difficulties in
detecting the
arms’ form
when they
move higher
than the

camera’s view.

Suitable for
capturing

skateboarding
movement and
techniques.

Suitable for
capturing
selected

techniques in
soccer (e.g.,
kick-ups).

Headers and
fast movements

pose
challenges.

Suitable for
performing

kata in martial
arts excluding
overhead arm
movements.

Suitable for
capturing the
human body
form during

squat exercises.

Cannot detect
the correct
lower body

poses (e.g. knee
angle) when it
is occluded by
the upper body
(e.g. arms).

While the
upper body
form can be
detected, the
lower body is
often not

visible in the
camera view.

In future work, we plan to conduct a user study to gather feed-
back and analyze users’ experiences with the system. Based on the
insights gained, we can refine and improve the system to better align
with user needs and priorities. Subsequently, we aim to develop
advanced techniques for automatically identifying and recogniz-
ing specific actions captured within the videos. By implementing
such action recognition capabilities, the system could intelligently
extract only the most relevant video segments of interest to each
user.
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